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Abstract. This study investigated how instructional strategies can support learners’ knowl-
edge acquisition and metacomprehension of complex systems in a computer-based training
environment, and how individual characteristics interact with these manipulations. Incorporat-
ing diagrams into the training facilitated performance on measures of integrative knowledge
(i.e., the integration and application of task-relevant knowledge), but had no significant effect
on measures of declarative knowledge (i.e., mastery of basic factual knowledge). Diagrams
additionally facilitated the development of accurate mental models (as measured via a card
sorting task) and significantly improved the instructional efficiency of the training (i.e., higher
level of performance was achieved with less mental effort). Finally, diagrams effectively
scaffolded participants’ metacognition, improving their metacomprehension accuracy (i.e.,
their ability to accurately monitor their comprehension). These beneficial effects of diagrams
on learners’ cognitive and metacognitive processes were found to be strongest for participants
with low verbal ability. Results are discussed in terms of implications for the design of adaptive
learning systems.
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Introduction

Advances in computing technology and instructional design have led to a
substantial increase in the reliance on computer-mediated distance learning
approaches (Brown & Ford, 2002). Such programs now place the control
of instruction in the hands of the learner, with limited external monit-
oring from an instructor (Salas, Kosarzycki, Burke, Fiore & Stone, 2002).
However, successful outcomes in these learning environments are dependent
on the training design’s ability to both support the acquisition of well-defined
knowledge structures as well as foster the development of the necessary
metacognitive skills for learning (Mayer, 1999). Following a learner-centered
approach to the design of these complex task training environments requires
consideration of three principle objectives: a) understanding the cognitive



434

processes underlying knowledge and skill acquisition; b) assisting learners in
their attempts to monitor their subjective learning experiences, namely their
metacognitive processes; and c) investigating the role of individual differ-
ences in these cognitive and metacognitive processes (Annett, 1989; Bjork,
1994; Jonassen & Grabowski, 1993). Simply stated, the question before
instructional program designers is how instructional technologies can best be
used to foster successful learning outcomes. Along these lines, the primary
purpose of this paper is to investigate how instructional strategies may be
incorporated into complex task training to scaffold learners’ cognitive and
metacognitive processes, particularly for low ability learners. The first section
of this paper will discuss how diagrams can be used to facilitate knowledge
acquisition and highlight how a multi-faceted approach to assessment is crit-
ical to detecting learning gains from such interventions. The next section will
provide an overview of the importance of metacognitive skills to successful
learning outcomes. The role of individual differences will be presented in the
course of describing these first two factors. The final section will describe a
study conducted to evaluate the differential benefit of diagrams in scaffolding
knowledge acquisition and metacognitive processes in different populations
of learners.

Scaffolding cognitive processes

Diagrams and mental model development

Supplementing text-based instruction with illustrations or diagrams has a
long history, dating back to at least the 15th century (Ferguson, 1977).
Although diagrams have long been known to be a beneficial learning aid, their
use in complex task training environments has only recently been systemati-
cally investigated in controlled studies. Several theories have been offered
to elucidate why the inclusion of illustrations, such as pictures and diagrams,
leads to better understanding of the presented material and improved retention
and application of its contents (for a discussion, see Gyselinck & Tardieu,
1999). One theory suggests that diagrams repeat the information presented in
the text. Thus, improved performance in knowledge acquisition may be due
to a repetition effect because the material is presented twice, once verbally
and then again pictorially. Another interpretation of the positive effects of
diagrams that has garnered wide acceptance attributes improved learning to
dual coding of the information in memory. Paivio (1971) proposed that verbal
and nonverbal (i.e., visual/spatial) information are processed by separate and
functionally distinct, although interconnected, long term memory systems.
Numerous studies have been conducted by Paivio (1975) as well as other
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researchers to test this claim (e.g., Kruley, Sciama & Glenberg, 1994; Mayer
& Anderson, 1991; Mayer & Sims, 1994) and their results have generally
supported the existence of two distinct mechanisms at work. Accordingly,
presenting information using both text and diagrams activates more than one
mechanism of memory for processing and encoding for subsequent storage
and activation when needed; that is, the diagrams are coded visually, and the
information they provide is coded verbally. Therefore, since the information
is processed by two distinct mechanisms, encoding is reinforced, and retrieval
from memory should be facilitated.

Dual-coding theory offers a plausible rationale for the facilitative effects
of diagrams when they accompany text in a learning task. Nonetheless, if dual
encoding alone could account for this successful storage and retrieval, partici-
pants provided with diagrams should outperform control group participants
(i.e., participants given material with no diagrams) on all assessment tests of
knowledge acquisition. Yet several studies have shown that the presence or
absence of diagrams has no effect on performance in recognition or declar-
ative knowledge tests (e.g., Fiore, Cuevas & Oser, in press; Mayer, 1989;
Mayer & Gallini, 1990). It appears that the benefit of diagrams is evident only
in transfer tasks that require integration of information. Thus, dual-coding
theory is insufficient to justify these findings and a more elaborate theory is
necessary to resolve this discrepancy.

Evidence from a growing number of studies (e.g., Fiore, Cuevas & Oser,
in press; Hegarty & Just, 1993; Kieras, 1988; Kieras & Bovair, 1984; Mayer,
1989) has supported an alternate theory for why diagrams are so effective in
instruction. Mental model theory has been the focus of investigation since
Craik (as cited in Johnson-Laird, 1983) first proposed that what we refer to
as “thinking” is really the product of manipulations of our internal represen-
tations of the world. This internal representation is commonly referred to as
a mental model. Gyselinck and Tardieu (1999) argue that diagrams are bene-
ficial because they aid the learner in building a mental model of the content
of the text that they accompany. The mental model formed by the user of
a system and/or task provides most, if not all, of the user’s understanding
of that system or task (Wilson & Rutherford, 1989). The completeness and
accuracy of this understanding dictates the level of performance in the task.
The advantage to dual coding of information is that it supports the forma-
tion of the knowledge structures needed by the learner to comprehend how
the system functions (Jonassen, Beissner & Yacci, 1993). These knowledge
structures, in turn, serve as the basis for the mental model created by the
learner.

Diagrams may serve as scaffolding (i.e., as a supporting framework) for
the development of these knowledge structures, guiding the learner to build
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an appropriate model of the relations between the concepts in the material
(Fiore, Cuevas & Oser, in press; Marcus, Cooper & Sweller, 1996; Mayer &
Sims, 1994). With this supportive framework as a guide, the learner would be
better able to integrate this information and generate elaborative inferences
about the material. As a result, incorporating diagrams into the training may
facilitate the construction of more accurate, better organized mental models
whereas the knowledge structures formed by learners presented only with text
(i.e., no diagrams) will suffice to answer only basic declarative (i.e., factual
knowledge) questions. Thus, mental model theory supports the results of
studies where the presence of diagrams has led to improved performance on
tests requiring the integration of information and yet has shown no differences
in declarative knowledge performance.

Mental model assessment

Following the mental model theoretical approach, we investigated the facili-
tative effects of diagrams in acquiring knowledge of complex systems. As
such, a primary goal of this study was to evaluate, both qualitatively and
quantitatively, how diagrams facilitate accurate mental model development.
Incorporating diagrams into training for complex systems would be expected
to facilitate not only a trainee’s conceptualization and acquisition of a given
concept in isolation, but also facilitate a more macro-conceptualization of
how such concepts are interconnected (that is, encourage the acquisition of
knowledge structures more similar to an expert model – see Glaser, 1989).
Specifically, diagrams may help identify and connect main ideas in the
training material and may facilitate the accurate organization of these ideas
into categories. Nonetheless, appropriate metrics are needed to accurately
evaluate how well training assists novices in effectively integrating these
concepts and structures (Bjork, 1994), a topic we turn to next.

Although a variety of quantitative and qualitative methods have been
used to measure mental models (e.g., concept maps, similarity ratings), each
technique presents unique advantages and disadvantages in assessment (e.g.,
Evans, Jentsch, Hitt, Bowers & Salas, 2001). For example, although a some-
what limited method because trainees are forced to group together items
rather rigidly, the card sort technique has been shown to be an effective tool
in identifying the level of organization of key concepts, that is, card sort data
may be used to ascertain the degree to which one accurately views relations
among concepts (Jonassen, Beissner & Yacci, 1993). Moreover, in previous
work, we have found that card sorts are a reliable indicator of how both
novices evaluate concepts (Fiore, Cuevas & Oser, in press; Fiore, Cuevas,
Scielzo & Salas, 2002) as well as how experts view conceptual relations
(Fiore, Fowlkes, Martin-Milham & Oser, 2000). Further, such knowledge
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elicitation techniques readily lend themselves to computerized data collection
for on-line assessment of trainees’ knowledge acquisition in relation to an
“expert model” of the domain (e.g., Fiore, Cuevas, Scielzo & Salas, 2002).

Diagrams and instructional efficiency

Another important consideration in training design is the relative efficiency
of the instructional program. Specifically, instructional efficiency refers to
the observed relation between subjective mental effort and task performance
in a particular learning condition. Mental effort, commonly measured by
subjective ratings of mental workload, is the amount of resources allocated by
the learner to meet the demands or cognitive load imposed by the task (Paas,
Van Merrienboer & Adam, 1994). Accordingly, the degree to which training
maximizes learning outcomes, while minimizing the mental effort required,
may be affected by task (e.g., declarative or integrative knowledge assess-
ment) and/or instructional (e.g., diagrams, multimedia) characteristics (Paas
& Van Merrienboer, 1993). Well-designed instructional programs would be
expected to increase the efficiency of the learner’s information processing,
so that fewer cognitive resources are required for task performance after
training (Paas & Van Merrienboer, 1993). Within the context of our mental
model approach to training design, we propose that diagrams may reduce the
cognitive load on working memory and attention associated with complex
tasks by making structural relations clearer and more transparent (Marcus et
al., 1996). Thus, incorporating diagrams into the training would be expected
to result in higher instructional efficiency (i.e., higher performance will be
achieved with less mental effort exerted).

The instructional efficiency of a training program may also be impacted
by learner characteristics, such as general ability or intelligence (Paas & Van
Merrienboer, 1993). The characteristics (i.e., aptitudes) that learners bring
to the training environment not only determine their ability to profit from
instruction (Fleishman & Mumford, 1989), but also interact with alternative
instructional treatments, yielding an “aptitude-treatment interaction” (ATI)
(Proctor & Dutta, 1995; Snow, 1997). Since a growing body of research has
shown how instructional treatments interact with differences in aptitudes in
learners to produce differential results in learning (for a review, see Jonassen
& Grawboski, 1993; Proctor & Dutta, 1995; Snow, 1997), instructional
program designers need to consider how different presentations of infor-
mation will interact with the learner’s abilities in order to develop plans
for adapting instruction. As such, the present study investigated how the
facilitative effects of diagrams on knowledge acquisition may depend upon
differences in learner characteristics, a topic we turn to next.
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Scaffolding metacognitive processes

Metacomprehension

Several studies have modeled the manner in which individual differences
are related to learning. For example, Britton, Stimson, Stennett, and Gulgoz
(1998) identified four variables hypothesized to affect knowledge acquisition
(i.e., metacognition, inference-making ability, working memory, and domain
knowledge) and developed a model that predicted how well learners make
the necessary connections among ideas from material under study and prior
knowledge. They found that metacognitive ability was significantly related to
one’s ability to successfully bridge critical aspects of text. The present study
investigated this component of their model, namely metacognition. More
specifically, this study focused on one aspect of metacognition (i.e., meta-
comprehension) in order to determine how the inclusion of diagrams may
impact learners’ metacognitive processes and subsequent learning. Meta-
cognition is a complex construct involving both knowledge of one’s own
cognitive processes and the ability to control and regulate these processes
(Flavell, 1979; Osman & Hannafin, 1992; Schraw, 1998). Accordingly,
metacomprehension refers to the “conscious processes of knowing about
comprehending and knowing how to comprehend” (Brown as cited in Osman
& Hannafin, 1992, p. 85). Metacomprehension is not just limited to one’s
ability to recognize a failure to comprehend, but also to know when to engage
in behaviors to remediate, or repair, this failure in comprehension once it has
been recognized (Osman & Hannafin, 1992).

Metacomprehension and complex training environments

Metacognitive skills, such as metacomprehension, are important because
they have been shown to be critical in a variety of domains, including self-
regulated learning (e.g., Hofer, Yu & Pintrich, 1998; Winne & Stockley,
1998), communication and comprehension (both oral and written) (see
Flavell, 1979), problem solving (e.g., Davidson, Deuser & Sternberg, 1994;
Mayer, 1998), memory (e.g., Bjork, 1994; Brown, 1978), and the develop-
ment of expertise (e.g., Smith, Ford & Kozlowski, 1997; Sternberg, 1998).
Moreover, these metacognitive skills may also interact with other charac-
teristics of the trainee (e.g., verbal ability), influencing the effective use
of metacognitive processes (e.g., Davidson et al., 1994; Everson & Tobias,
1998; Hartman, 2001a; Sternberg, 1998). For example, studies have shown
that participants with better verbal comprehension and faster reading ability
were more accurate in their posttest confidence judgments of performance
(indicating better metacomprehension) than were poorer comprehenders and
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slower readers (Maki, Jonas & Kallod, 1994). Ford, Smith, Weissbein, Gully,
and Salas (1998) further illustrated the essential role of metacognitive skills
in complex task training. Their study found that metacognitive activity was
significantly related to knowledge acquisition, skilled performance at the
end of training, and self-efficacy. Moreover, these three training outcomes
(knowledge, skilled performance, and self-efficacy) positively influenced
transfer of learning to a more complex task.

The aforementioned findings are of particular relevance to computer-based
complex task training because of the self-paced, learner-controlled nature
of these environments. Complex learning tasks require both higher-level
cognitive and metacognitive abilities (Hartman, 2001a). Verbal comprehen-
sion ability, for example, has been shown to be indicative of skill acquisition
of a complex task (Fleishman & Mumford, 1989). Furthermore, in previous
work, we have similarly documented the significant positive relationship
between metacomprehension ability and knowledge acquisition in complex
task training (e.g., Fiore, Cuevas, Scielzo & Salas, 2002). Notably, studies
have also demonstrated a significant positive relationship between meta-
comprehension and verbal comprehension ability (e.g., Everson & Tobias,
1998; Maki et al., 1994; Moore, Zabrucky & Commander, 1997). In view
of these findings and since studies indicate that metacognitive skills are
amenable to training (e.g., Gourgey, 1998; Hartman, 2001a, 2001b; Maqsud,
1998; McInerney, McInerney & Marsh, 1997; Schmidt & Ford, 2001; Volet,
1991), it behooves instructional designers of learner-controlled computer-
based training environments to determine which interventions prove most
effective in order to develop plans for adapting instruction to the needs
of the learner. Simply stated, a major goal of training should be to assist
trainees, particularly low ability learners, in their attempts to better monitor
their subjective learning experience (Bjork, 1994), that is, elevate their meta-
cognitive awareness (comprehension monitoring). As such, the present study
investigated the degree to which training manipulations could scaffold (i.e.,
serve as a supporting framework for) metacomprehension in trainees varying
in verbal aptitudes. Specifically, we explored if diagrams could serve as a
proxy for low verbal ability learners’ limited metacognitive processes to
enable them to successfully bridge critical aspects of the text (cf. Britton et
al., 1998).

Metacomprehension assessment

Several measures have been used to investigate learners’ metacognitive
processes such as in feeling-of-knowing and judgement-of-learning assess-
ments (for a review, see Maki, 1998). These methods primarily focus on
learners’ awareness or knowledge of their cognitive processes, rather than
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on learners’ regulation of these processes. For example, bias scores (i.e.,
the discrepancy between self-assessment of performance and actual perfor-
mance) are a commonly used measure to ascertain learners’ degree of confi-
dence (i.e., overconfidence or underconfidence) in their perceived learning
(e.g., Fiore, Cuevas, Scielzo & Salas, 2002; Kelemen, Frost & Weaver, 2000).
Researchers interested in the accuracy of learners’ assessments often use
measures of absolute accuracy (i.e., match between predicted performance
and actual performance) (see Hartman, 2001a; also, Maki, 1998) or relative
accuracy (i.e., degree to which predicted performance correlates with actual
performance) (e.g., Dunlosky, Rawson & McDonald, 2002; Hall & Cremer,
2000). In the present study, we were interested in learners’ ability to recognize
a failure in their comprehension of complex concepts, a principal metacom-
prehension process. As such, we focused on metacomprehension accuracy,
defined as the relative accuracy of learners’ metacomprehension assessments.
Specifically, we examined whether learners’ predictions of performance
(based on their comprehension monitoring) varied in a correlated manner
with their actual performance.

Present study

A testbed for training introductory concepts associated with the principles
of flight was developed for this experiment. This task was chosen specifi-
cally because it requires the integration of multiple knowledge formats (e.g.,
declarative and integrative), and thus mimics complex task training. Two
versions of this interactive tutorial were developed (diagrams present or
absent) to explore the differential benefit of diagrams in facilitating: knowl-
edge acquisition, mental model development, instructional efficiency, and
metacomprehension accuracy. Last, because the role of individual differ-
ences in aptitude should be taken into account in any learning environment,
and in view of the significant relationship of verbal comprehension ability
with metacomprehension (e.g., Maki et al., 1994) and knowledge acquisi-
tion (e.g., Fleishman & Mumford, 1989), verbal comprehension ability was
also assessed to determine its influence on performance. Specifically, the
following hypotheses were proposed:

Mental model development hypotheses

This set of hypotheses pertained to the development of organized knowledge
structures. Specifically, these hypotheses addressed the degree to which the
presentation of diagrams facilitates accurate mental model development, as
measured via a card sorting task.
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Similarity to expert model
Expert knowledge consists of increased connectedness among critical
concepts (e.g., Glaser, 1989). As such, learners’ ability to make connec-
tions among concepts in a manner similar to that of an expert model of the
task, would be expected to be positively related to learning, as indicated
by more standard measures of performance.
Hypothesis 1: The degree of similarity to an expert model was predicted to
be directly related to performance on measures of knowledge acquisition.

Diagrams and mental model development
By making abstract concepts associated with complex tasks more
explicit (i.e., via graphical representation), incorporating diagrams into
the training would be expected to encourage the acquisition of knowl-
edge structures more similar to an expert model (e.g., Glaser, 1989).
Specifically, presentation of diagrams would be expected to increase the
likelihood that learners relate task-relevant concepts in a manner similar
to that of an expert model of the task.
Hypothesis 2: Participants presented with diagrams were predicted to
show greater similarity to an expert model than participants not presented
with diagrams.

Verbal ability and mental model development
Verbal comprehension ability has been shown to be important to skill
acquisition of complex tasks (e.g., Fleishman & Mumford, 1989).
Consequently, verbal comprehension ability would be expected to facili-
tate the acquisition of the knowledge structures necessary for task
expertise by supporting the understanding and integration of complex
concepts and relations.
Hypothesis 3: Participants with higher verbal comprehension ability were
predicted to have greater similarity to an expert model than participants
with low verbal comprehension ability.

Diagrams and verbal ability on mental model development
Diagrams may support learners’ integration of important concepts by
making conceptual relations more explicit (e.g., Marcus et al., 1996).
Since low verbal ability learners typically have less cognitive resources
available for acquisition of higher level knowledge (e.g., Davidson et
al., 1994; Hartman, 2001a), incorporating diagrams into complex task
training would be expected to be even more beneficial for these learners.
Hypothesis 4: Presentation of diagrams was predicted to increase simi-
larity to an expert model for participants with low verbal comprehension
ability, but not for participants with high verbal comprehension ability.
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Knowledge assessment hypotheses

This hypothesis pertained to the degree to which the diagrams facilitate
performance on distinct measures of knowledge assessment.

Diagrams and knowledge acquisition
Previous studies have demonstrated that the beneficial effect of diagrams
is dependent upon the nature of the task (e.g., Fiore, Cuevas & Oser, in
press; Mayer, 1989; Mayer & Gallini, 1990). Specifically, incorporating
diagrams into training increased performance on tasks requiring integra-
tion and application of knowledge, but not on tasks relying on retrieval of
basic factual information.
Hypothesis 5: Presentation of diagrams was predicted to facilitate partici-
pants’ performance on integrative knowledge assessment, but not on
declarative knowledge assessment.

Instructional efficiency hypotheses

This set of hypotheses pertained to the degree to which the presentation of
diagrams increases the instructional efficiency of the training.

Diagrams and instructional efficiency
By facilitating knowledge acquisition, diagrams would be expected to
improve learners’ performance on a knowledge assessment task as well
as reduce the cognitive load associated with complex task training.
Hypothesis 6: Participants presented with diagrams were predicted to
experience higher instructional efficiency than participants not presented
with diagrams.

Verbal ability and instructional efficiency
In complex task training environments, learners with higher verbal
comprehension ability would be expected to have higher performance and
report experiencing a lower cognitive load.
Hypothesis 7: Participants with high verbal comprehension ability were
predicted to experience higher instructional efficiency than participants
with low verbal comprehension ability.

Diagrams and verbal ability on instructional efficiency
Diagrams would be expected to reduce the cognitive load associated with
complex task training by scaffolding the learners’ cognitive processes
(i.e., their acquisition of knowledge). The impact of diagrams on the
efficiency of learning would be expected to be greater for learners with
low verbal comprehension ability since they may have less cognitive
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resources available for acquisition of the higher level knowledge required
for successful task performance.
Hypothesis 8: Presentation of diagrams was predicted to increase instruc-
tional efficiency for participants with low verbal comprehension ability,
but not for participants with high verbal comprehension ability.

Metacomprehension hypotheses

This set of hypotheses pertained to the participants’ accuracy in monitoring
their comprehension. Specifically, these hypotheses addressed the degree to
which the presentation of diagrams scaffolds participants’ metacomprehen-
sion accuracy.

Diagrams and metacomprehension accuracy
Diagrams may serve to scaffold learners’ knowledge acquisition and
subsequently, their metacomprehension processes. Specifically, diagrams
may assist learners in identifying the connection of critical concepts,
thereby building the appropriate mental model of the task domain. As
such, diagrams would be expected to better enable learners to accurately
monitor their comprehension of the material and identify gaps in their
understanding.
Hypothesis 9: Participants presented with diagrams were predicted
to exhibit greater metacomprehension accuracy than participants not
presented with diagrams.

Diagrams and verbal ability on metacomprehension accuracy
Previous studies have shown that high ability learners actively engage
their metacognitive processes more than low ability learners (e.g.,
Davidson et al., 1994; Hall & Cremer, 2000; see also Gourgey, 1998;
Hartman, 2001a; Osman & Hannafin, 1992; Weinstein & Mayer, 1986).
Yet, diagrams may serve as a proxy for low ability learners’ limited
metacognitive processes by facilitating their knowledge acquisition and
assisting them in recognizing gaps in their knowledge.
Hypothesis 10: Presentation of diagrams was predicted to increase meta-
comprehension accuracy for participants with low verbal comprehension
ability, but not for participants with high verbal comprehension ability.
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Method

Participants

Seventy-eight undergraduate students enrolled in psychology courses at a
southeastern university participated in this experiment for course credit. A
demographic form was used to screen out participants with previous experi-
ence with the aviation domain to ensure that only naïve participants were used
in this study. Data from 17 participants was excluded from the analysis due
to either prior familiarity with aviation and/or technical/procedural problems,
leaving a total of 61 for analysis (25 males and 36 females, mean age = 22.66
years).

Design

A 2×2 mixed between/within design was used in this study, with diagram
(presence or absence) as the between-subject variable and test type (integ-
rative vs. declarative) as the within-subject variable. The dependent variables
were mental model development, percent correct on the performance test,
instructional efficiency scores, and metacomprehension accuracy. Mental
model development was evaluated with respect to the degree of similarity
to an expert model, as measured via a card sorting task. Performance test
accuracy was measured using separate techniques for integrative knowl-
edge (i.e., the integration and application of task-relevant knowledge) and
declarative knowledge (i.e., mastery of basic factual knowledge). Instruc-
tional efficiency and metacomprehension accuracy were calculated in the
analysis of the results. Verbal comprehension ability was measured as an indi-
vidual differences variable to assess its potential influence on the dependent
measures.

Materials and apparatus

Training tutorial (Knowledge Acquisition). In order to assess the manner in
which diagrams impact knowledge acquisition and mental model develop-
ment in a complex task, a multi-part tutorial was devised that included a
variety of inter-related concepts. Two versions of this interactive instructional
tutorial based on the principles of flight were created for this experiment using
Microsoft PowerPoint 97, with diagrams either present or absent (see illus-
trative content in Figure 1). The software program for the tutorial was hosted
on an IBM compatible Pentium 586 computer with a 15-inch color monitor.
Material for the tutorial was adapted from the Jeppesen Sanderson Private
Pilot Manual (1996) and the Jeppesen Sanderson Private Pilot Maneuvers
Manual (1996); both are standard training products for the instruction of
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pilots in the private and public sector. The tutorial was divided into three
modules (Airplane Parts, Flight Movements, Flight Instruments), described
next.

Airplane Parts: The first module described a number of airplane parts
critical for flight. Participants were presented with an overview slide and
2 main slides (e.g., wings, tail), with hyperlinks to 4 additional slides
that provided more detailed explanation of the concepts (e.g., ailerons,
rudder).

Flight Movements: The second module discussed the aerodynamics of
flight, including information about the axes around which an airplane
moves and the movements possible in standard airplane flight. Partici-
pants were presented with an overview slide and 2 main slides (e.g.,
axes, movements), with hyperlinks to 6 additional slides that defined the
various axes and movements (e.g., lateral axis, pitch movement).

Flight Instruments: The third module introduced the six primary flight
instruments used by pilots to navigate the airplane. Participants were
presented with an overview slide and 2 main slides (e.g., pitot-static
instruments, gyroscopic instruments), with hyperlinks to 12 additional
slides that described how to read the instruments and explained how
changes in the airplane’s movements affected the information displayed
on the instruments (e.g., altimeter, attitude indicator). Additionally,
participants in the diagram condition were also presented with 6 hyper-
links to an animated demonstration (created on Microsoft PowerPoint 97)
of each instrument in motion.

Participants proceeded through this hierarchically-structured tutorial
at their own pace, navigating the hyperlinks embedded in the tutorial
using a standard point-and-click mouse. No keyboard inputs were required
for the experiment. All participants used hyperlinks to access pages that
provided relevant information on the concepts presented. The hyperlinks for
participants in the Diagram condition included a graphical illustration of that
concept. Participants in the No Diagram condition were presented with a
hyperlink to the relevant information only (i.e., no illustration). At the end of
the tutorial, participants were given the opportunity to go back and review the
lessons. Though no time limit was imposed, participants took, on average,
approximately twenty minutes to complete this portion of the experiment.

Card sort task (Mental Model Assessment). Card sorts are a measure of
knowledge structures requiring trainees to indicate how they believe concepts
are related. For this task, participants were presented with 33 concepts from
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Figure 1. Illustration of aviation tutorial page with diagrams.

the tutorial, each typed on a separate index card. Participants were instructed
to group these concepts into as many categories as they desired and were
then asked to name or describe the categories that they created for each group
of cards. Though no time limit was imposed, participants took, on average,
approximately twenty minutes to complete this portion of the experiment.

Performance test (Knowledge Assessment). In order to separately assess
knowledge acquisition, a test comprised of three distinct forms of perfor-
mance measurement questions was developed using Microsoft PowerPoint
97. Participants proceeded through the 48-item computer-based performance
test at their own pace, recording their responses using a standard point-and-
click mouse. A log file was programmed to record participant responses
to each item. The Declarative Knowledge questions were presented first,
followed by the Integrative Knowledge questions, and finally, the Concept
Recognition questions (each described in detail shortly). Only one question
was presented at a time on the screen and a multiple-choice format was used
for all questions. Unlike the tutorial, participants were not able to go back
and review or change their responses once the program had moved to the next
screen, and no feedback was provided as to the accuracy of their responses.
Participants, on average, completed the test in about thirty minutes.

Declarative Knowledge Assessment. Twenty questions, adopted from a
standard introductory flight manual (Jeppesen Sanderson Private Pilot
Exercise Book, 1996), assessed participants’ mastery of basic factual
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information associated with the training tutorial (e.g., definitions of the
various parts of the plane). Standardized testing procedures have long
relied on such assessment based upon one’s effective mastery of task-
relevant knowledge. Indeed, this is one of the standard methods in use
in distance learning (i.e., computer-based) environments (e.g., Proctor
& Dutta, 1995; Van Oostendorp & Goldman, 1999). For this declarative
knowledge assessment task, participants were presented with text-based
definitions taken from the training tutorial and were required to identify
the concept being described.

Integrative Knowledge Assessment. Ten questions assessing participants’
ability to integrate task knowledge were created. This is a less common
form of assessment requiring trainees to apply their newly acquired
knowledge in a variety of task-relevant scenarios. Specifically, a trainee
is presented with a vignette illustrating an application of task-related
concepts and they must, either ascertain the accuracy of that application,
or identify the concepts being applied. Typically, such assessment is in
the form of a text-based vignette but the hypermedia capabilities of our
computer-based training system allowed for the presentation of dynamic
test scenarios (see also Oser, Cannon-Bowers, Salas & Dwyer, 1999
and Oser, Gualtieri, Cannon-Bowers & Salas, 1999, for a discussion of
“scenario-based” training). Thus, this task measured participants’ ability
to integrate and apply their knowledge on a transfer task, rather than
simply their ability to retrieve factual knowledge, such as definitions, as in
the first set of questions. For this integrative knowledge assessment task,
participants were presented with animated images of airplane maneuvers
(using audio-video interleaved file format) and they were to determine,
for example, which airplane parts and instruments were being utilized in
this maneuver (see illustrative content in Figure 2).

Concept Recognition Assessment. Eighteen questions tested participants’
recognition ability with respect to airplane parts, axes, movements, and
instruments. Participants were presented with illustrations of the principle
concepts from the tutorial and asked to identify the concept depicted. This
third section served as a manipulation check of the diagram condition.

Tutorial evaluation questionnaire. A questionnaire was designed to inform
us of the effectiveness of the training tutorial in terms of instructional
efficiency and metacomprehension accuracy. Ratings were collected on a
7-point Likert-type scale. The subjective mental workload (cognitive load)
associated with learning the instructional material was assessed by asking
participants to report how easy or difficult they found it to understand
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Figure 2. Illustration of integrative knowledge assessment question.

the concepts presented in the tutorial, with responses ranging from very
easy (1) to very difficult (7). The final item asked participants to rate
how well they thought they would do on multiple-choice questions on
the material presented in the tutorial, with responses ranging from very
poorly (1) to very well (7). This served as the prediction measure used to
determine metacomprehension accuracy, operationally defined as the degree
to which the trainees’ assessment of their perceived learning performance
varies in a correlated manner with their actual performance. Specifically,
metacomprehension accuracy was measured by calculating the Pearson r
correlation coefficient between trainees’ prediction of future performance on
a task with their actual performance (Maki, 1998).

Verbal comprehension. The nature of the material presented in the tutorial
required understanding and integration of complex concepts and rela-
tions. Given the aforementioned relationship between verbal comprehension,
knowledge acquisition, and metacomprehension, Part 1 (Verbal Comprehen-
sion) of the Guilford-Zimmerman Aptitude Survey (Copyright 1953 Sheridan
Supply Co.) was administered to assess the influence of individual differ-
ences in verbal comprehension ability, both in comprehending the concepts
in the tutorial and on participants’ metacomprehension processes. For this
paper-and-pencil task, participants were given 10 minutes to respond to 72
multiple-choice questions, assessing knowledge of semantic meanings.
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Procedure

The experiment consisted of two parts. In Part I, participants were asked
to complete an informed consent form, a biographical data sheet (e.g., age,
gender, year in school), and the verbal comprehension measure. Participants
were then asked to return on another day for Part II of the experiment.
Upon arrival, participants were randomly assigned to one of the two exper-
imental groups. All participants received computer-based instruction on the
basic principles of flight using the tutorial created for this experiment and
proceeded with self-paced instruction through the tutorial. After completing
the tutorial, participants were asked to complete the tutorial evaluation
questionnaire (which included the workload assessment and metacompre-
hension prediction questions). Participants then performed various measures
of knowledge assessment, specifically the card sort task, followed by the
computer-based performance test. Finally, participants were debriefed. On
average, the total length of the experiment, including both Parts I and II, was
approximately 3 hours.

Results

Analyses

Means and standard deviations of all relevant cognitive and metacognitive
measures for the Diagram and No Diagram groups are reported in Table 1. An
alpha level of 0.05 was used for all statistical analyses. To assess the degree
to which individual differences influenced performance, a median split was
conducted (Mdn = 0.33), dividing participants into high verbal comprehen-
sion ability (HiVA) (M = 0.47, SD = 0.09) and low verbal comprehension
ability (LoVA) (M = 0.24, SD = 0.06) groups. Three scores that fell on the
median were dropped, leaving a total of 58 for analyses of the effects of
verbal comprehension ability on performance outcomes. To test whether, by
chance, overall verbal comprehension ability was higher in one condition than
another, comparisons were made between the participants in Diagram group
and No Diagram group. Analysis revealed no significant differences in verbal
comprehension ability between the Diagram group (M = 0.38, SD = 0.14) and
the No Diagram group (M = 0.34, SD = 0.14), t (56) = 1.13, p > 0.05.

The nature of the statistical tests used in our analysis is a function of our
multi-faceted approach to training evaluation, which is critical to detecting
learning gains from such interventions. Given that we were primarily inter-
ested in the differential effects of diagrams on component measures of knowl-
edge acquisition, and not the main and/or interaction effects of diagrams and
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Table 1. Differences on cognitive and metacognitive measures by condition

Diagram1 No diagram2

Mental model accuracy (mean correlation)

Similarity to expert model 0.46 (0.22) 0.41 (0.22)

Performance test (mean percent correct)

Recognition 0.64 (0.20)∗∗ 0.51 (0.17)

Declarative 0.63 (0.18) 0.58 (0.21)

Integrative 0.54 (0.24)∗ 0.43 (0.27)

Composite (declarative/integrative) 0.60 (0.19) 0.53 (0.21)

Mental effort (mean rating)

Composite (declarative/integrative) 2.58 (1.20) 3.07 (1.20)

Instructional efficiency (mean E score)

Declarative 0.22 (1.07) −0.23 (1.08)

Integrative 0.29 (0.97)∗ −0.30 (1.18)

Metacomprehension accuracy

Correlation between prediction 0.473† 0.234

and performance

1n = 31
2n = 30
3df = 29
4df = 28
∗indicates significant difference between Diagram and No Diagram groups at p
< 0.05, one-tailed
∗∗indicates significant difference between Diagram and No Diagram groups at
p < 0.01, one-tailed
†indicates significant correlation at p < 0.01

verbal ability on overall knowledge acquisition, we used univariate analytical
procedures (e.g., planned comparisons). Such measures would be more robust
in detecting the effects of training manipulations on component measures for
learners varying in verbal comprehension ability. Additionally, independent
samples t-tests, one-tailed, were used to test our directional hypotheses. When
deemed appropriate, correlations were also calculated.

Mental model development

The card sort task was used to assess three distinct outcomes: 1) whether
the structural similarity to an expert model was related to performance; 2)
whether the presence or absence of diagrams influenced the degree of simi-
larity; and 3) whether verbal comprehension ability influenced these factors.
A quantitative measure was derived from the card sort data to determine the
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connectedness among concepts. First, a list of all possible pairings of the 33
concepts was generated (N = 528). A value of 1 was assigned to pairings of
concepts falling within the same group (i.e., if the participant grouped the
pair of concepts together in the same category) and a value of 0 was assigned
for the remaining concept pairs (i.e., for pairings where the participants did
not group the two concepts together in the same category). For this analysis,
each participant’s card sort data (i.e., the generated list of the participant’s
pairings of all the concepts) was compared to the card sort data generated
by our subject matter expert. This expert had approximately 7,000 hours as a
pilot and approximately 2,700 hours as an instructor and participated in the
creation and evaluation of our tutorial. Specifically, by correlating the partici-
pant’s card sort data to the card sort data generated by our subject matter
expert, a participant’s sensitivity to identifying the critical relations among
the concepts can be evaluated. Hence, the similarity of their pairings to our
expert’s model would indicate the accuracy of the participant’s connections
among critical concepts (i.e., the organization of his or her mental model of
the task). Although we acknowledge the issues regarding the use of a single
expert model to assess mental model development (e.g., Shanteau, 1989),
our previous research documents that experts do agree on structural relations
generated from card sort tasks (Fiore et al., 2000).

In order to test the hypotheses concerning similarity to an expert model,
a median-split was conducted on the subject matter expert correlation data
(Mdn = 0.45), dividing participants into high similarity with the expert model
(High-Similarity) (M = 0.61, SD = 0.14) and low similarity with the expert
model (Low-Similarity) (M = 0.26, SD = 0.14). One score that fell on the
median was dropped, leaving a total of 60 for analyses. Results indicated that,
for the integrative knowledge questions, participants in the High-Similarity
group (M = 0.60, SD = 0.25) significantly outperformed participants in the
Low-Similarity group (M = 0.36, SD = 0.23), t (58) = 3.92, p < 0.01.
Similarly, results indicated that, for the declarative knowledge questions,
participants in the High-Similarity group (M = 0.68, SD = 0.18) significantly
outperformed participants in the Low-Similarity group (M = 0.52, SD = 0.18),
t (58) = 3.44, p < 0.01. Thus, these results support our hypothesis that the
degree of similarity to an expert model is directly related to performance on
measures of knowledge acquisition (Hypothesis 1) (see Table 2).

In order to test our hypothesis concerning the effect of diagrams on simi-
larity to an expert model (Hypothesis 2), mean correlation with the subject
matter expert was determined for the Diagram (D) and the No Diagram (ND)
group. Counter to our prediction, there was no significant difference in mean
correlation between the D group (M = 0.46, SD = 0.22) and the ND group
(M = 0.41, SD = 0.22), t (59) < 1. In order to test our hypothesis concerning
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Table 2. Performance differences determined by mental model accuracy (similarity
to expert model)

Low-similarity1 High-similarity1

Performance test (mean percent correct)

Declarative 0.52 (0.18)∗ 0.68 (0.18)

Integrative 0.36 (0.23)∗ 0.60 (0.25)

1n = 30
∗indicates significant difference between low-similarity and high-similarity groups
at p < 0.01, one-tailed

the effect of verbal comprehension ability on similarity to an expert model
(Hypothesis 3), mean correlation with the subject matter expert was deter-
mined for the High Verbal and the Low Verbal groups. Analysis of this data
indicated that participants in the HiVA group (M = 0.53, SD = 0.23) had
significantly higher correlations than participants in the LoVA group (M =
0.35, SD = 0.17), t (56) = 3.30, p < 0.01.

Last, subject matter expert correlations for the HiVA and LoVA partici-
pants in each condition were examined to assess the impact of the diagram
manipulation on knowledge structure development for participants varying
in verbal comprehension ability (Hypothesis 4). Contrary to our prediction,
mean correlation for LoVA participants in the D group (M = 0.40, SD =
0.15) was not significantly different from the mean correlation for LoVA
participants in the ND group (M = 0.31, SD = 0.19), t (26) = 1.46, p > 0.05. As
predicted, however, no significant difference in mean correlations was found
between HiVA participants in the D group (M = 0.54, SD = 0.25) and HiVA
participants in the ND group (M = 0.52, SD = 0.20), t (28) < 1. Nevertheless,
although Hypothesis 4 was only partially supported, results did reveal that
in the ND group, the HiVA group (M = 0.52, SD = 0.20) had significantly
higher correlations than the LoVA group (M = 0.31, SD = 0.19), t (27) = 2.94,
p < 0.01, whereas in the D group, mean correlation for the HiVA group (M =
0.53, SD = 0.25) was not significantly higher than for the LoVA group (M =
0.40, SD = 0.15), t (27) = 1.66, p > 0.05.

Performance data: Diagrams

With regard to the differential effect of diagrams on knowledge acquisition
(Hypothesis 5), results indicated a significant difference in performance on
integrative knowledge assessment between participants in the D group (M =
0.54, SD = 0.24) and the ND group (M = 0.43, SD = 0.27), t (59) = 1.74, p <

0.05. Additionally, as predicted, there was no significant difference between
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Figure 3. Mean accuracy (with standard error bars) on performance test by question type for
diagram and no diagram conditions.

the D group (M = 0.63, SD = 0.18) and the ND group (M = 0.58, SD = 0.21)
on declarative knowledge assessment, t (59) < 1 (see Figure 3). In terms of
performance on the manipulation check questions, the D group (M = 0.64,
SD = 0.20) significantly outperformed the ND group (M = 0.51, SD = 0.17)
on the concept recognition assessment, t (59) = 2.66, p < 0.01.

Instructional efficiency

The subjective mental workload (cognitive load) associated with learning the
instructional material was assessed by asking participants to report how easy
or difficult they found it to understand the concepts presented in the tutorial,
with responses recorded on a 7-point Likert-type scale ranging from very easy
(1) to very difficult (7). Although the D group (M = 2.58, SD = 1.20) reported
lower subjective mental workload assessments than the ND group (M = 3.07,
SD = 1.20), this difference was not significant, t (59) = 1.58, p > 0.05.

Next, we calculated the instructional efficiency (E) of the training program
using the procedure proposed by Paas and Van Merrienboer (1993). Specifi-
cally, the standardized scores on measures of mental effort (R) (i.e., subjective
report of task difficulty) were plotted against the standardized scores on
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Figure 4. Mean instructional efficiency scores (with standard error bars) on performance test
by question type for diagram and no diagram conditions.

measures of performance (P) (e.g., declarative, integrative) and displayed
as a cross of axes. The equation for instructional efficiency (adapted from
Kalyuga, Chandler & Sweller, 1999) is: E = (P−R)/SQRT (2). The sign of E
is dependent on the values of P and R. If P > R, then E will be positive,
indicating higher efficiency (i.e., mental effort exerted is less, relative to
the standard effort required to achieve that level of performance). If P <

R, then E will be negative, indicating lower efficiency (i.e., mental effort
exerted is greater, relative to the standard effort required to achieve that level
of performance). Baseline (or standard level of efficiency) is represented by
E = 0.

As further demonstration that diagrams effectively scaffold knowledge
acquisition, the results indicated that instructional efficiency was significantly
improved when diagrams were presented in the tutorial, thus supporting
Hypothesis 6 (see Figure 4). The E scores on performance in the integrative
knowledge assessment for the D group (M = 0.29, SD = 0.97) were signifi-
cantly higher than the E scores for the ND group (M = −0.30, SD = 1.18), t
(59) = 2.15, p < 0.05. No significant difference of E scores was found on the
declarative knowledge assessment (MD = 0.22, SD = 1.07; MND = -0.23, SD
= 1.08), t (59) = 1.64, p > 0.05.

Verbal comprehension ability also played a significant role in determining
instructional efficiency. In support of our hypothesis regarding the effect
of verbal comprehension ability on instructional efficiency (Hypothesis 7),
results indicated that, in general, HiVA participants (M = 0.47, SD = 1.07) had
significantly higher E scores than LoVA participants (M = −0.53, SD = 0.97)
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on the integrative knowledge assessment, t (56) = 3.75, p < 0.01. Significant
differences were also found on the declarative knowledge assessment (MHiV A

= 0.47, SD = 0.95; MLoVA = −0.52, SD = 1.08), t (56) = 3.73, p < 0.01.
Although predicted by Hypothesis 8, diagrams did not have a more beneficial
effect on instructional efficiency for participants with low verbal comprehen-
sion ability. Specifically, no significant differences in E scores were found
between LoVA participants in the D group and the ND group on either the
declarative (MD = −0.45, SD = 1.08; MND = −0.58, SD = 1.11), t (26) < 1,
or the integrative knowledge assessments, (MD = −0.26, SD = 0.92; MND =
−0.78, SD = 0.98), t (26) = 1.44, p > 0.05. Although HiVA participants in the
D group (MD = 0.77, SD = 0.81) did have significantly higher E scores than
HiVA participants in the ND group (MD = 0.13, SD = 1.01) on the declarative
knowledge assessment, t (28) = 1.94, p < 0.05, no significant differences in E
scores were found on the integrative knowledge assessment (MD = 0.74, SD
= 0.85; MND = 0.17, SD = 1.24), t (28) = 1.49, p > 0.05.

Metacomprehension accuracy

Responses to the performance prediction question in the tutorial evaluation
questionnaire were used to assess participants’ metacomprehension accuracy
(i.e., their accuracy in monitoring their comprehension). Pearson’s r correla-
tion coefficients between predicted and actual performance were calculated
across participants, overall and by condition. Results showed that meta-
comprehension prediction was significantly correlated to actual performance
on the performance test (composite score of the declarative and integrative
knowledge assessment sections), r (59) = 0.36, p < 0.01. However, when
metacomprehension prediction was examined by condition, this correlation
was significant only for the D group, r (29) = 0.47, p < 0.01, thus supporting
our hypothesis on the effect of diagrams on metacomprehension accuracy
(Hypothesis 9). No significant correlation was found for the ND group, r (28)
= 0.23, p > 0.05.

To assess the degree to which individual differences in verbal ability
influenced metacomprehension accuracy, comparisons were made between
HiVA and LoVA groups. Consistent with previous studies, overall, LoVA
participants were poor in metacomprehension accuracy, as indicated by the
nonsignificant correlation between their predictions and actual performance,
r (26) = 0.28, p > 0.05. In contrast, metacomprehension accuracy was
significant for HiVA participants, r (28) = 0.45, p < 0.05.

Next, the degree to which diagrams scaffold metacomprehension in
participants of differing verbal comprehension ability was assessed. Corre-
lations were calculated for HiVA and LoVA groups in each condition. This
analysis revealed that, when correlating prediction accuracy with actual
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Figure 5. Mean metacomprehension accuracy correlations for low and high verbal compre-
hension ability participants by condition.

performance, LoVA participants in the D group showed a significant correla-
tion (r (11) = 0.60, p < 0.05) whereas LoVA participants in the ND group did
not (r (13) = 0.13, p > 0.05). No significant correlations for metacompre-
hension accuracy were found for participants with HiVA, either in the D
group (r (14) = 0.37, p > 0.05) or the ND group (r (12) = 0.46, p > 0.05). As
predicted in Hypotheses 10, these results indicate that the effect of diagrams
on metacomprehension accuracy was strongest for low verbal comprehension
ability participants (illustrated in Figure 5).

Performance data: Verbal comprehension ability

Finally, how these differences in verbal comprehension ability and meta-
comprehension accuracy translate to task performance was demonstrated by
comparing performance on the declarative and integrative knowledge assess-
ments between HiVA and LoVA participants in each condition (as shown
in Figure 6). Specifically, planned comparisons using the omnibus error
term for each test type (integrative or declarative) were conducted, with
diagram condition (present or absent) and verbal comprehension ability (low
or high) as the between-subjects variables. Tests of simple effects showed that
diagrams assisted LoVA participants only on integrative knowledge assess-
ment, with the D group (M = 0.46, SD = 0.20) outperforming the ND group
(M = 0.29, SD = 0.23), t (26) = 1.91, p < 0.05. No significant difference
was found on the declarative knowledge assessment (MD = 0.53, SD = 0.17;
MND = 0.52, SD = 0.21), t (26) < 1. For HiVA participants, no signifi-
cant differences were found either on the integrative knowledge assessment
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Figure 6. Mean accuracy on performance test (with standard error bars) by question type for
low and high verbal comprehension ability participants by condition.

(MD = 0.64, SD = 0.25; MND = 0.57, SD = 0.26), t (28) < 1, or the declarative
knowledge assessment (MD = 0.72, SD = 0.14; MND = 0.66, SD = 0.19), t (28)
= 1.02, p > 0.05.

Discussion

This study demonstrated the relevance of using a multi-method approach to
training evaluation. The impact of diagrammatic presentation in the training
was more precisely revealed using a multi-faceted measure of knowledge
assessment. Similar to other studies, the unique impact of diagrams on knowl-
edge acquisition was shown to be dependent upon the nature of the task (e.g.,
Fiore, Cuevas & Oser, in press; Hegarty, Carpenter & Just, 1996; Mayer,
1989; Mayer & Anderson, 1991; Mayer & Gallini, 1990). Specifically, on
measures of integrative knowledge (i.e., the integration and application of
task-relevant knowledge on a transfer task), diagrams facilitated performance
whereas on measures of declarative knowledge (i.e., mastery of basic factual
knowledge), there was no significant effect of diagrammatic presentation.
Additionally, this study found that participants whose mental models were
similar to our subject matter expert, outperformed those whose mental models
were dissimilar. Thus, consistent with the notion that expert mental models
can be used to diagnose trainee progress, the accuracy of trainee models, as
measured using card sorting as a knowledge elicitation tool, was predictive
of task performance. These findings lend further support to the mental model
theoretical approach to explaining the beneficial effects of diagrams for
knowledge structure development in complex task training environments.

Another component of this study’s multi-method approach involves the
evaluation of the training’s instructional efficiency. Combining mental effort
scores with performance scores can provide information about the effective-
ness of instructional programs in terms of the cognitive costs of training over
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and above what would be found by using measures of mental effort or perfor-
mance alone (Paas & Van Merrienboer, 1993). The instructional efficiency of
the training was significantly improved when diagrams were presented in the
tutorial. Results also showed that verbal comprehension ability significantly
influenced the efficiency of learning (i.e., mental effort exerted relative to
the level of performance achieved), with high verbal comprehension ability
learners demonstrating higher instructional efficiency scores. As such, the
cognitive load imposed by different instructional programs on learners of
varying levels of ability warrants further investigation.

Finally, this study also provides further evidence of the differential benefit
of diagrams as a learning aid. Specifically, not only did diagrams facilitate
the acquisition of integrative knowledge, but they also effectively scaffolded
participants’ metacognition. More importantly, this effect was found to be
strongest for participants with low verbal comprehension ability. Perfor-
mance predictions for low verbal comprehension ability participants in the
Diagram group were significantly correlated to actual performance whereas
no significant correlation was found between predicted and actual perfor-
mance for low verbal comprehension ability participants in the No Diagram
group. Furthermore, the results demonstrated how these differences in verbal
comprehension ability and metacomprehension accuracy translated to task
performance. In low verbal comprehension ability learners, the facilitative
effects of diagrams served not only to scaffold metacognition (improving
metacomprehension accuracy), but also resulted in improved acquisition of
integrative knowledge.

Implications for training and future research

Multimedia in complex task training environments

Our study focused on the beneficial effects of diagrams within the context of
the aviation domain, a complex training environment that is primarily spatial
in nature. Others have explored the efficacy of using various graphical formats
to scaffold one’s understanding of more abstract (i.e., less tangible) concepts.
For example, Suthers, Weiner, Connelly, and Paolucci (1995) documented
the efficacy of diagrammatic presentation to facilitate argument construc-
tion in the context of scientific anomalies. Further, Suthers (1999) found
that methods facilitating representation of evidence in scientific arguments
produce qualitatively different communication outcomes (see also Stenning
& Oberlander, 1995). Additionally, graphical representations, such as concept
maps and flow charts, can effectively be used as graphic organizers to aid
learners in text comprehension and problem solving tasks (see Hartman,
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2001a; 2001b). In sum, such studies indicate that the beneficial effects of
diagrammatic representation for complex tasks is not limited to tangible
contexts such as aviation (e.g., Fiore, Cuevas & Oser, in press) or mechan-
ical instruments (e.g., Mayer, 1989; Mayer & Gallini, 1990). Thus, broadly
speaking, such forms of multimedia training augmentation may alter cogni-
tion and subsequently impact learning by affecting knowledge integration
and/or metacognitive processes.

Metacognitive skills in computer-based training environments

The results of this study suggest that additional experimentation should more
systematically attempt to scaffold metacognition for learners of differing
ability levels. Specifically, if diagrams are effective in scaffolding important
learning components, then manipulations which force the processing of those
components, may increase retention and/or aid performance on a transfer
task. In particular, the inclusion of various prompting mechanisms in training
systems may facilitate learning and memory for complex tasks. For example,
by using diagrams with other metacognition manipulations (e.g., content-free
prompts), learners may be better able to recognize a failure to comprehend
by more closely attending to potential gaps in their knowledge (cf. Britton et
al., 1998).

Moreover, this study focused only on one component of metacompre-
hension, namely learners’ ability to detect failures in their comprehension.
It is also necessary to investigate how instructional strategies can prompt
learners to control and regulate their comprehension. With this goal in
mind, we are currently investigating the utility of a guided learner-generated
questioning strategy, using generic questions stems, designed to prompt high-
level elaboration of new material (see King, 1992). It is expected that this
strategy will scaffold (i.e., support) learners’ metacognitive and cognitive
processes by prompting them to “stop and think” about the information
already presented before proceeding to new concepts in the training (i.e.,
focusing their attention on what they know and what they do not know),
thereby calibrating their metacomprehension. Furthermore, by scaffolding
their metacomprehension, these instructional strategies would be expected
to elicit the appropriate metacomprehension behaviors, such as reviewing
the material when they recognize a failure in their comprehension (Schraw,
1998). Such instructional strategies are particularly critical in computer-based
training environments where learners control the pacing of instruction as well
as monitor and evaluate their own comprehension of the presented material
before proceeding to the next lesson (e.g., Brown & Ford, 2002; Ford et
al., 1998; Schmidt & Ford, 2001; Salas et al., 2002). Learners may overes-
timate their comprehension and terminate instruction prematurely due to an
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inaccurate perception of their level of understanding, leading to ineffective
transfer of training and poor task performance (Osman & Hannafin, 1992).

In sum, these findings highlight the importance of designing training to
support not only the learners’ knowledge acquisition, but also their meta-
cognitive processes (Mayer, 1999). Furthermore, the results of this study also
revealed the significant role of individual differences in successful knowledge
acquisition from instructional programs. As advances in instructional design
and computing technologies increase the reliance on computer-mediated
distance learning approaches (Brown & Ford, 2002), training designers need
to more fully understand the cognitive and metacognitive processes involved
in learning within such environments and how individual differences impact
these processes (Annett, 1989; Jonassen & Grabowski, 1993). In this way,
training systems may more flexibly adapt to the idiosyncratic needs of the
learner.
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